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1. INTRODUCTION

Is it possible to design a bargaining institution that will substantiaily improve the outcome of international
trade negotiations conducted on a multilateral basis? Rausser and Simon [1991] propose a multilateral bargaining
(MB) institution which has many attractive theoretical properties, and which appears to be general enough to
encompass realistic classes of trade negotiation problems. Harrison, McCabe, Rausser and Simon [1992] provide
some elementary “stress tests” of the MB institution in the form of laboratory experiments using contrived
preferences. In this paper I extend the "lab stress testing" to assess the outcomes that the MB institution would
theoretically achieve using less contrived negotiation problems.

In section 2 I present a Erief overview of the main properties of the MB institution, including a series of
"large” numerical examples. These examples are still contrived in the sense of employing artifical preference
structures, but are useful to illustrate the general numerical properties of the model. They provide the backdrop to
our simulations using more realistic preference structures appropriate for negotiations over trade policies. In section
3 1 review alt_emative approaches to estimating "realistic” policy preferences. In section 4 1 employ one of these
methods to generate some preference structures over agricultural trade policy reforms, and solve the resulting MB

game.
2. THE MULTILATERAL BARGAINING MODEL

There are several key features of the MB model, each of which is important to the interpretation of the
numerical results reported later.

The first feature is to have some credible default outcome written into legislative stone, in the spirit of
Gramm-Rudman or Super 301, with the parties to any negotiation being given the choice of living with that defauit
or coming to some negotiated alternative. That is, the legislative tablet that incorporated the default would have an

"escape clause” allowing the Executive' to substitute the substance of any negotiated agreement with the relevant

! In the context of irade negotiations we have in mind the Office of the U.$, Trade Representative (USTR).
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parties.

The second feature is to allow all parties to have some access to make proposals. This is intended to
capture the notion that any party that is interested in some policy decision is able to get it’s preferences heard, but
that such access may vary widely for different lobby groups. There is also a normative desire here: each bargainer
should have a sense that their voice will be heard, even if it is not heard as often as some others! The normative
motivation is that parties will often accept wildly asymmetric outcomes if they at least perceive the "bargaining
process” to have been fair in some sense.’

The third feature is that coalition formation should be explicitly recognized as the major backroom activity
of large-scale policy negotiations. Accordingly, one should allow agents to engage in this explicitly in the new
institution, since it would occur outside of the institution if it were not internalized. It would be naive to try to
impose an institution that ignored such activities, since any properties claimed for the institution might be hopelessly
fragile to the behavior assumed away.

The fourth feature is that voting power can differ from agent to agent. Thus the number of votes that one
agent may bring to a coalition could differ greatly from another. This admits the possibility that agents might effect
asymmetric outcomes through the institution even if they are otherwise identical to other agents.’

The final feature of the institution is that there be a minimal role for government during the negotiations.
The reasons for this requirement might seem rather technical at first, but they turn out to be crucial to the ability
of the MB model to deliver general results. The effect of this feature is to ensure that a unique noncooperative

solution generally exists to the game defined by the MB institution. We explain the logic of this requirement below.,

2.1 The Model
The MB institution can be characterized by a model of noncooperative multilateral bargaining with a central

player.* The model has n+ I players, called the player set. The zero’th player is distinguished from the others and

* A cynical counterpart to this argument is that the parties that want to encourage the use of the institution to resolve disputes may be able
to use this argument to convince aggrieved agents that the process, al least, was "fair”.

? "Identical” with respect to their preferences and access.

* Rausser and Simon [1991] present the formal model, along with proofs of all resulis stated below. They also discuss a number of simple
generalizations of the model not covered here (e.g., allowing for time-discounting during negotiations and risk aversion).
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is called the central player. Players I through n are peripheral players.

The players participate in a sequential, multilateral bargaining game that is similar in spirit to the bilateral
game of Stahl [1972] and Rubinstein [1982]. Their objective in bargaining is to form a coalition, which is just a
subset of the player set, and to choose an m-dimensional vector from a set of feasible vectors, called the choice set
and assumed to be compact. The choice set may be different for different coalitions.

The central player is distinguished from the others in that she must be included in every coalition. Each
player has a utility function defined on the choice set. We assume that utility functions are continuous and strictly
quasi-concave.

Problems of this kind are typically formulated as cooperative games. Cooperative game theorists specify
some solution concept that satisfies certain appealing properties and then study the set of choices that satisfy the
given criterion. Perhaps the most familiar cooperative solution concept is the Core.’ In the context of the MB
institution, a vector x is in the Core if it is feasible for some coalition and if, for every coalition C, there is no
feasible vector that is weakly preferred to x by each member of C and strictly preferred by one member.

Noncooperative bargaining theory differs from cooperative game theory in that it attempts to model the
actual process of negotiation, rather than just the outcome of the negotiation. A noncooperative model of multilateral
bargaining includes an extensive form which stipulates a particular set of negotiating rules that players must follow,

A natural research program, referred to as the "Nash Program" after Nash [1953], is to study the
cooperative and noncooperative versions of a game in conjunction with each other. First one studies a particular
cooperative solution concept, then one asks whether the equilibria (usually the subgame perfect equilibria) of some
noncooperative model implement the cooperative solutions. Following this approach, we study below the relationship
between the Core of various bargaining games and the subgame perfect equilibria of our noncooperative version
of these games,

The game has a finite number of periods 7, each of which is divided into three sub-periods. In the firs

sub-period a player is chosen by Nature to be the proposer. Nature makes it’s choice according to a probability

* Equally familiar, perhaps, is the axiomatic Nash {1950] Solution, which generalizes naturally to more than two bargainers. We discuss the
Nash Solution later.

-3



distribution over the player set that is prespecified as part of the description of the game. In the second sub-period
the proposer announces a coalition, of which he must be a member, and a vector that is feasible for that coalition.
In the third sub-period the remaining members of the proposed coalition each choose whether to accept or reject
the proposed vector. If all accept, the game ends. If not, the next period begins and a new proposer is selected. If
agreement is not reached by the T"th period then players receive a predetermined disagreement payoff.

A sirategy for player i specifies the vector that he will announce in each period if selected to be the
proposer, as well as a set of vectors that i will accept in each period if he is a member of a coalition announced by
some other proposer. A strategy profile is a list of strategies, one for each player. Each strategy profile defines an
outcome for the game, which is just a function assigning to each element of the choice set the probability that the
game will end with an agreement to select this vector. Note that only a finite number of these probabilities will be
positive. Moreover, these positive probabilities need not sum to unity, since the players may never reach an

agreement.

2.2 Equilibrium Qutcomes

The standard solution concept for games of this kind is subgame perfection. Loosely, a strategy profile is
subgame perfect if, starting from any stage of the game, each player’s strategy is optimal given the strategies chosen
by the other players. This concept is insufficiently discriminating for present purposes, since the MB game has many
subgame perfect equilibria, some of which have very undesirable properties.” Fortunately there are several
equilibrium refinements that eliminate these "bad" equilibria. The best-known of these is the properness criterion
due to Myerson [1978].

For simplicity, assume that our agents are actually playing in a discrete version of our game in which they

¢ We are just describing the strategy space here. Equilibrium outcomes, to be defined momentarily, will not admit disagreements,

7 For example, consider the strategy profile in which each player refuses to accept any proposal in any round. The outcome of this game
can only be the disagreement outcome. To see that these strategies form a subgame perfect equilibrium, chserve thal since at least one member
of every coalition is rejecling every proposal, it makes no difference whether the other members accept or reject any proposal. It can also be
shown that this is a trembling-hand perfect equilibrium. It is apparent that equilibria like this are silly, especially when players’ disagreement
payoffs are extremely low.
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have a finite set of strategies.® In such games a trembling-hand perfect equilibrium is the limit of a sequence of
(mixed) strategy profiles in which (i) positive probability weight is assigned to every strategy, and (i1) strategies that
are payoff-dominated along the sequence are assigned probability weight vanishing to zero. In other words,
trembling-hand perfect equilibria are Nash Equilibria that are robust to perturbations in which vanishingly small
probability is assigned to any action that is not a best response to similarly perturbed strategies for the other players.
These perturbations are familiarly known as trembles.,

The propemess criterion restricts the set of admissible trembles and thereby further restricts the set of
equilibria. Specifically, if any action is inferior to a second against a sequence of perturbed strategies for the other
players, then the first must be assigned vanishingly small weight relasive to the second, even though the mass
assigned to the second may itself vanish in the limit.

Every T-period game has a proper equilibrium. Moreover, this equilibriumis generically unique. A striking
feature of the model is that there are equilibria in which players fail to agree until the final rounds of bargaming.
An equilibrium outcome is the outcome defined by a proper equilibrium. Note that since agents may fail to agree
at the beginning of the game, the equilibrium outcome need not coincide with the distribution over first period
proposals.

The theoretical analysis of Rausser and Simon [1991] concerns the equilibrium outcomes of games with
an arbitrarily large number of periods. Accordingly, the bargaining model is defined as a sequence of T-period
bargaining games, with T growing to infinity. A solution to the model is a limit of the equilibrium outcomes of the

T-period games.

2.3 Results
The first major analytical result for the model is that a solution exists. That is, the outcomes for the
T-period games always converge as T grows large. It is here that the central player has a crucial role: when there

is no player that is a member of every coalition, T-period outcomes will not in general converge.

* Our game actually allows each agent an infinite number of strategies. The application of properness to such games is not trivial, and is
explained in detail by Simon and Stinchcombe [1991]. All of the results stated here generalize to infinite games.
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The second major result is that, generically, this selution is deterministic. More precisely, therc is
generically a unique vector x with the property that for every ¢ there exists a 7 sufficiently large that the agreed
upon vector in any game with more than T periods is within € of x with probability one. When such a vector x exists
we will refer to it as the solution vector.

The last major result is that the solution is always in the Core of the corresponding cooperative game.

2.4 Some Intuition

We now offer an intuitive explanation of how these results are obtained, and why the “minimal
government" assumption is so important. First notice that the Government is not needed at all when the Core is non-
empty. When the Core is otherwise empty, however, the presence of a Government agent is crucial. Loosely, if
there is no "minimal government" agent then it is possible for something akin to a "majority rule cycle” to develop
over successive rounds of negotiations.

This cycling takes the form of one agent becoming pivotal to a coalition and being bribed to join it,
resulting in a different agent becoming pivotal to some coalition that will now bribe him to join them, resulting in
yet another coalition regarding the original agent as now sufficiently important to be bribed away from his second
coalition. Whenever one or more agents cycle in this manner from coalition to coalition, then we have an
indeterminacy.

It turns out that such indeterminacies are rife in this sort of model without unpalatable restrictions on
coalition formation or preferences. These cycles are similar in certain respects to the Condorcet cycle in political
theory. Thus, we would expect them to occur whenever the cooperative game that is associated with our institution
does not have a Core outcome. It is well-known that the existence of the Core in spatial environments, such as when
agents have Euclidean preferences over polices, is a knife-edge outcome.

The key insight of Rausser and Simon [1991] is to note that it is often a natural feature of negotiations there
be an agent, which we will call the Government, that has (i) veto power over any proposal in any round, and (ii)
some positive access to be able to make proposals. These two conditions ensure that a solution exists. To further

ensure that a "good" solution exists, we might additionally require that the Government agent have everybody’s
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welfare at beart, no matter how weighted.

First notice how this resolves the indeterminacy. We could give such a Government agent 100% access
in all bargaining rounds, with the result being an arbitrated outcome in which the Government selects some outcome
that maximizes it’s payoff function. One such candidate function might be the product of the utility gains for all
private agents relative to the disagreement outcomes, which will generate the unique cooperative Nash [1950]
Solution.

Now let the Government have less than 100% access. Note that each private agent must include the
Government in it’s proposals in each round, and that it must make a proposal that the Government is willing to vote
for. Moreover, the Government’s expected payoff as the game progresses will be monotonically decreasing.

The fact that there is now an agent that has a decreasing expected payoff as the game progresses means
that the earlier cycling of one or more private agents cannot occur indefinitely for sufficiently long games. Consider
the sequence of games in which the horizon T is allowed to get larger and larger. It may be for some small T that
some private agent can cycle in the above manner for the early rounds of the game. As T gets larger the
Government player gets more "expensive" to include in any coalition (her participation constraint binds more tightly
due to higher and higher expected payoffs), and hence all other private players become relatively less expensive to
include as Tincreases. Thus the pivotal private agent that was cycling before and causing the indeterminacy becomes
non-pivotal, and remains non-pivotal, at some peint as T gets larger. In the extreme case there is no coalition that
is feasible other than the one that gives the Government her bliss point. Thus we have a guarantee of convergence
to a unique outcome, providing we impose some simple regularity conditions on the Government’s payoff function
(e.g., strict quasi-concavity).

The intuition behind the fact that the MB game implements the Core is straightforward. Recall that a vector
x is said to be in the Core if it is feasible for some coalition and if, for every coalition C, there is no feasible vector
that is weakly preferred to x by each member of C and strictly preferred by one member. Assume that some vector
other than the Core has been proposed as the solution for a MB game of given length T. Allowing T to increase,

the members of the Core-implementing coalitions will be certain to have some chance of getting to propose.® Given

® Even if the sum of their access probabilities is small, for T arbitrarily large they only have to wait their turn patiently.
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that they will get to propose for T sufficiently large, it is apparent that they will always propose the Core. If they
did not then the members of the proposed coalition that strictly prefer the Core will veto the proposal and just wait
until they get to make the proposal.

The intuition behind these results suggests some interesting trade-offs in the specific implementation of the
MB institution. We imagine that the Government, acting as a Stackelberg principal in the institution design setting,
can vary certain of the parameters of the game so as to ensure that a solution is attained reasonably quickly. The
notion of a "minimal” Government role in our institution is flexible enough to allow the Government to vary it’s
involvement in negotiations as needed. Thus if a Core solution exists without the Government, it might let the
private agents bargain by themselves. If a Core solution does not exist without the Govermment, then it would give
itself some positive access probability. If convergence were not attained for some reasonable negotiating horizon

T the Government might increase it’s own access or the access of certain agents.

2.5 Numerical Implementation

We now consider several explicit examples that have been solved numerically. The first example is the
simplest possible setting, in which five agents have spatial preferences over two policies and a Core exists without
the Government as an active negotiator. The two policies are referred to unimaginatively as a horizontal coordinate
and a vertical coordinate. The second example illustrates a similar game in which the Core does not exist if the
Government is not present. We demonstrate the effect of varying the role of the Government player.

All of the examples discussed in this section have the same coalition structure. Table 1 lists these coalitions,
which are referred to numerically in the detailed listings. There are 16 admissible coalitions (numbered from 1 to
16} and 5 players {numbered from 1 to 5). Eac?h line beginning "Members of coalition number..." is followed by
five columns, specifying which players are included in this coalition. For example, coalition #2 consists of players

#1, #2, and #3.

A Game With A Core Solution

Table 2 presents the solution for the first example. The first section of Table 2 lists the parameters of the
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Table 1: Alternative Coalitions

bargaining problem. The first five lines give the ideal
points, or bliss points, of each player in terms of the
borizontal and vertical coordinate that generates the
greatest payoff for that player. Thus player #2 has a
bliss point of (30, 52), which is to say that she

receives the highest possible payoff when the policy

values are equal to this. As the policy values deviate

from these values her payoffs decline.

Specifically, the payoff to agent { is a linear function of the Euclidean distance from the ideal point. The
intercept of this linear function, denoted ¢, determines the payoff when agent i’s ideal point is the chosen policy
vector {(i.e., when the Euclidean distance from her ideal point is zero). The coefficient of this linear function,
denoted 3, determines the rate at which payoffs decline from the maximum payoff as the Euclidean distance
increases. The secogd set of five numbers in Table 2 describing the utility functions show the values of these two
coefficients for each agent.

Each player receives a payoff of zero if there is no agreement. This can be viewed as a convenient and
common normalization.

Each of players #2 through #5 have an equal probability in this game of being asked to make a proposal,
but player #1 has 12 times the chance of getting to make a proposal as any of the others. Thus player #1 is asked
to make the proposal 75% of the time, and each of the other players is asked 6.25% of the time. In this game we
do not need to include the Government as an active player, hence it has an access probability of zero and is not
included in any of the 16 coalitions.

The remainder of Table 2 summarizes the outcome of negotiations in each round of bargaining. For
simplicity we assume here that there are only five rounds of negotiation, such that T=235. Table 2 lists the detailed
results for each of rounds #1 through #3.

Consider the six rows of numbers below the statement "Round #1", at the bottom of the table. The first

five rows contain nine columns. For / <i<35, the first column of row i is the coalition selected by player i in the
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current round. The second and third columns list the
policy vector proposed by i: the second column is the
value of the horizontal coordinate, and the third
column is the value of the vertical coordinate.

Columns four through eight specify the payoff
that each player will eamn if the corresponding policy
vector is accepted. Thus reading down column four for
Round #1 shows that player #1 will receive 90.000,
89.529, 89,397, 89.529 or 89.427 if players 1 through
5, respectively, are selected in this round to be the
proposer (and behave optimally).

The sixth row lists the expected payoff for
each player conditional on reaching this round of
negotiations. It is calculated by simply multiplying the
payoff to the agent in that column by the probability
that each of the row agents gets to be the proposer.
Thus, for player #1, the first payoff listed above is
multiplied by 0.75 and the next four payoffs by 0.0625
to obtain the expected payoff in round #1 of 89.868

listed in row 7.

Table 2: A Game With a Core Solution

The MB model is solved by standard dynamic programming techniques starting from round #5. Our

maintained hypothesis is that if no agreement is reached in the last round of negotiations (round #5 here) then each

player earns a zero payoft. Consequently, the optimal response for all players except #5 in this round is to propose

their globally optimal policy vector. This stmply implies that each of these players will propose their ideal point in

round #5, which is what we see in Table 2. Since any player except #5 will accept any proposal rather than incur

'® An appendix details the computational software developed to solve this class of problems.
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the zero disagreement payoff, the proposer can choose any one of the coalitions excluding player #5 of which she
is member. When the proposer is indifferent between coalitions, our computer algorithm chooses the one indexed
by the larger pumber.

Now consider the penultimate round of negotiations, which is round #4 in this instance. A member j of a
coalition will accept a policy vector proposed by i in this round if and only if the payoff received by j from the
proposal is at least as large as j’s expected payoff conditional on reaching the next round. For example, player #1
will not accept any proposal in round #4 that does not earn her at least 79.379, since that is her expected payoff
from playing in round #5 and she would veto any proposal that gave her less than that.

It follows that to determine her optimal proposal player i must solve a separate nonlinear programming
problem for each coalition to which she belongs and hence could propose. This problem would also have constraints
to ensure that all of the members of each feasible coalition have an incentive not to veto it. In our last example,
anybody considering including player #1 in their proposed coalition in round #4 must ensure that the policy proposal
generates a payoff of at least 79.379 for player #1 {or, to extend the example, 44.829 for player #2, 47.986 for
player #3, and so on). If player #1 is offered less than 79,379 in round #4 she will rationally veto the proposal if
she can, preferring the "lottery” of proceeding into round #5.

In the current example the policy space has only two dimensions. Since each coalition has three, four, or
five members, there are two, three, or four "participation constraints” depending on the size of the coalition. Each
of these constraints ensures that the corresponding coalition member! would vote for the proposal. In round #2,
for example, player #1’s participation is a binding constraint for players #1 and #2. It is not binding for players #3
and #4, since they do not include player #1 in their proposed coalition.

Having solved each of the nonlinear programming problems, conditional on each of the feasible coalitions,
player I then picks the coalition that yields her the highest payoff. If the payoff exceeds i’s expected payoff
conditional on reaching the next round, then { will propose this coalition and the corresponding policy vector. Note

that there may be rounds in which member i makes a proposal thal is not accepted.'? This does not occur in the

" Other than the proposer, since the objective function being maximized in this programming problem is her payoff.

2 This can happen for one of two reasons. First, i’s best feasible alternative may yield her a lower payoff than her expected payoff
conditional on passing to the next round. Second, there may be no proposal available to i that satisfies the necessary participation constraints.
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numerical example considered here, however.

Consider player #1°s choice of coalition in round #5. She chooses coalition #15, consisting of all players
except #5. She could bave received the same payoff had she chosen coalition #14, which contains the same members
as coalition #15 except that player #4 is discarded; it is still a majority coalition. Our algorithm chose coalition #15
simply because the index 15 is larger than the index 14. It is perfectly possible in general that a player can be
indifferent in terms of expected payoffs between choosing one coalition or another, even if his policy proposals
would differ conditional on either coalition being selected (this is not true for round #5). Indeed as we converge on
a solution to our game (for increasing T) we know that this indeterminacy is more and more likely."

The solution to the MB game in Table 2 is found by allowing the number of rounds to increase until all
players make the same policy proposal, Considerable convergence has occurred over these five rounds. The solution
in this game is the Core outcome (39, 68), which also corresponds to the ideal point of player #1.

Player #1 has a very simple strategy in this game: propose her ideal point whenever asked! Any coalition
that does not include player #5 will accept this proposal in any round.

Each of the other players have relatively simple strategies as a function of the round that they are in. As
already noted, all except player #5 offer their own ideal point in round #5 if negotiations reach that point. In round
#4, however, they compromise their offer in the direction of the Core and away from their own ideal point.

One measure of the success of a bargaining session is the percentage of the possible pie on the negotiating
table that was actually taken away from the table by the agents. In this particular game we have five subgames,
consisting of the full 5-round game, the 4-round game (beginning in round #2), the 3-round game (beginning in
round #3), the 2-round game (beginning in round #4), and the 1-round game (beginning in round #5). The maximum
payoff over all agents for each of these subgames is seen' to be 1095, 1093, 1090, 1074 and 987, respectively,
for a total of 5338. Note how the aggregate pie does not rapidly decline until the penultimate round of bargaining:

a "failure to communicate” in round #1 is not all that costly’ provided the agents get their act together in round

" This follows from our analytical result that the solution is generically deterministic. For large enough T all players make essentially the
same policy proposal in each round.

' By looking at the expected payoff lines for the round in which the subgame begins, and -adding these values over all five agents.

" Individually or socially.
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#2 and come to an agreement.

The Role of the Government

It is a simple matter to perturb the spatial preferences of our first example so as to generate a bargaining
game in which no Core solution exists. Consider the preference configuration represented in Tables 3, 4 and 5.
Unless some parameter is listed in Tables 4-5 it is identical to the parameters vsed in the preceding Table. In the
games studied here we also give each active player equal access in each round unless otherwise stated.

Table 3 presents the game in which the Government is an active player. For transparency we assume the
simplest possible utility function for Government: the sum of the utilities of private agents. This implies that an
increase in the utility of one agent is a perfect substitute for an increase in the utility of any other agent. The
Government is reported here as the sixth player. One reads the Government’s proposal in any round from the sixth
row, and the payoffs to the Government from the last column.

In this example we set T=50 and observe convergence to the solution (67, 66). Note that this solution is
not in the convex hull of ideal points of players 1, 2 and 3, even though these three agents constitute a majority and
are closer to each other than to players 4 and 5. If any of these agents had proposed such a solution it would have
been possible for one or both of the excluded agents to upset it with a counter-proposal.

Table 3 makes the role of the Government in this game quite transparent. In each round the Government
proposes the solution vector, ensuring itself a payoff of 310,122 if selected to make the proposal. Working
backwards from round #50, each private agent must include the Government in it’s proposal and give the
Government at least it’s expected payoff from going into the next bargaining round. Since the Government is more
and more likely to get to make it’s proposal as T expands (i.e., as we move down the table from round #50), it’s
expected payoff increases steadily. Eventually each and every player must give the Government it’s most preferred
policy outcome, since the Government knows that it can get essentially that expected payoff by just vetoing anything
less and getting into subsequent negotiating rounds.

Table 3 raises an important question: why doesn’t the Government simply impose it’s most preferred

outcome and save all of the negotiating hassle? One answer is that such an institution would not be perceived by
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private agents as a fair process, even if it did bring
about a fair outcome by some standards. The
Government’s most preferred point could reflect some
Social Welfare Function (as in our example) or satisfy
some axiom-set (such as the set defining the Nash
[19501 Solution). We do not presume consensus on the
Government objective function, merely that it be
plausible for the Government to honestly claim that it
is being fair to all in a manner consistent with it’s
explicit objective function.

This general distinction is an important one in
multilateral trade negotiations. The Uruguay Round
conducted under the anspices of the GATT has become
extraordinarily pluralized, especially in relation to the
hierarchical negotiations of the Kennedy and Tokyo
Rounds. In those negotiations the larger countries
simply presented the smaller countries with a series of
"done deals”, which they could either accede to or
ignore. These processes were perceived by many mid-
sized and small countries to be unfair, providing one
rationale for their widespread abrogation of the
principles of GATT association in subsequent trade
policy.

If one is to reform the GATT negotiations
process so as to effect better outcomes from the

perspective of all parties, the perception of a fair

Table 3: A Game With the Government Inciuded
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process could well substitute for the perception of a fair negotiation outcome. Thus highly asymmetric outcomes

might be deemed fair by all parties if they result from a fair process.

What Role for Government?

Table 4 considers the previous example with one variation: in each round the Government has a greater
chance of being able to make the proposal. Specifically, we let the Government have ten times the chance of being
selected to make a proposal than any of the private agents. The purpose of this variation is to demonstrate how one
might modify the institution so as to ensure a more rapid convergence to the solution.

Comparison of Table 3 and 4 reveals that virtually all of the convergence that previously occurred over
a horizon of 50 rounds now occurs over a much shorter horizon. Instead of having to contemplate a negotiation
process of 50 rounds's, the players in this game only need to contemplate a negotiation process over & rounds'’.

In each case they will come to the same solution.

What If There Were No Government?

Table 5 considers the last two examples without 2 Government player. We report results from the ten-round
subgame starting in round #41. The policy proposals for earlier rounds are virtually identical to those shown for
round #41. We observe some movement towards the solution, largely on the part of players #4 and #5. However,
no player is able to come up with a proposal that is acceptable in the sense that any two other players would do at
least as well as they expect to in the next round.

This is a negotiating stalemate in which at least one player in any feasible coalition would prefer to veto
the solution (67, 66) than to accept it {were it proposed). Notice the social loss involved here. If the Government
player were active the social pie would be 310,118 (=73.518+ 84.098 +60.473+24.708 +67.322), whereas left to
their own devices the players only realize 278.556 (=56.858+72.987 +58.321 +27.208 +61.182)of this. Note that

adding the Government is rot a Pareto improvement, since player #4 would do worse with the Government active.

16 Starting in round #1 of the game described in Table 3.
7 Starting in round #42 of the game described in Table 4.
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Table 4: A Game With an Increased Role for Government
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Table 5: A Game Showing the Effect of Not Having the Government
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3. ESTIMATING REALISTIC PREFERENCE STRUCTURES

We now turn to consider the question of estimating preference structures over trade policies that are in
some sense more "realistic” than those discussed above. There are two broad approaches to this estimation problem.
The first is to simply ask people what their preferences are, and the second is to infer those preferences using one
or more assumptions about how those preferences are reflected in observed behavior. These two approaches boil
down to either conducting some survey of agents or else inferring policy preferences using some model of behavior.

Each approach has strengths and weaknesses. The survey approach has the strength of being direct, and
involving the least number of auxiliary assumptions. It has the danger of being difficult to implement in any
"demand-revealing” way, as discussed below. Moreover, there is mounting evidence that the popular belief that
hypothetical surveys, such as those used in natural resource damage assessment and litigation, are unable to
accurately reflect the real economic commitment that agents would actually be willing to make (see Cummings and
Harrison [1992]).

The use of model-consistent preferences has the strength that it often enables one to infer preference
structures indirectly from readily observed data. As we will see below, it also has the strength that the results of
applying the MB institution to these preferences can be compared easily with alternative non-cooperative and
cooperative outcomes. Specifically, we can compare the welfare results of using the MB institution in international
agricultural trade negotiations with the outcome of a retaliatory trade war as well as an "arbitrated” negotiated
solution. The other advantage of this approach is that it is generally much less costly to implement™ than a survey,
whether or not the survey is hypothetical i the sense of offering the respondents no financial rewards for "good"
responses. The major disadvantage of this approach is that it is conditional on the perceived validity of the

underlying model, including the methods used to parameterize the model from observed data.

! Presuming that a rich enough mode! already exists, of course.

<18 -



4. AN APPLICATION TO AGRICULTURAL TRADE REFORM

4.1 Generating Model-Consistent Preferences

In this section we use the multi-regional computational general equilibrium (CGE)} model developed by
Harrison, Rutherford and Wooton [1989] [1990] {19911 to generate policy preferences. These preferences apply to
four agents: agricultural interests in the EC, non-agricultural interests in the EC, agricultural interests in the US,
and non-agricultural interests in the US. The trade reforms being contemplated are those analyzed by Harrison and
Rutstrém [1991c¢], hereafter HR. We briefly review the policy simulations and resuits of HR, and then explain how
we use their results to calibrate trade negotiations between the EC and the US as a noncooperative MB game.

HR studied a bilateral'® trade war between the US and the EC with respect to agricultural protection using
a computable GE trade model to generate payoffs to each government. Each of the US and EC was assumed to
adopt policies that operate in a non-discriminatory fashion.”

There are three important steps in generating the payoft matrices which form the basis of the HR trade wars
and our analysis. The first step is to define the objective function of the governments of the EC and US, taking into
account the relative political influence weights of agricultural and non-agricultural interests. These weights will be
used to calibrate access probabilities in our MB game, The second step is to define the policy instruments that may
be used as strategies. The third step is to allow for the uncertainty underlying any particular numerical simulation
model, using techniques of sensitivity analysis and expected utility theory. Each of these steps is reviewed briefly

below.

Payoffs
BR assume that each of the governments in the US and EC have an objective function that they use to

decide when a policy change is an improvement or not. These objective functions have just two arguments: the

¥ All other nations were assumed to be strategically passive in their policy experiments. It would be straightforward to relax this assumption
in later work.

? That is, the EC might increase protection against imports from all sources (rather than just against imperts from the United States, for
example). The effects of a geographically discriminatory trade war might be quite different, and could also be evaluated in later work.
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welfare of sectional agricultural interests, and the welfare of the rest of society (i.e., non-agricultural interests}. The
key issue resolved by HR is how the government weights these two factors. We use these political weights to
calibrate the access weighis that each agent receives in the MB negotiation game evaluated later.

Before addressing this issue, however, we should note how HR measure the welfare of each of these
groups. The welfare of society as a whole is given by changes in welfare of the consumers of the country. This is
measured in terms of the Equivalent Variation (EV) in benchmark dollar terms (the base year is 1980 in this model,
and the benchmark monetary measure is the U.S. dollar). This is a standard measure of changes in welfare for
models where consumers are homogenecus within each country.

The welfare of agricultural interests is measured by looking at the change in the real income of a household
that derives it’s income solely from agriculture. Given that we know how any set of trade policies affects the
welfare of agricultural interests and the welfare of the economy as a whole, it is a straightforward matter to net out
the former from the latter to obtain the change in the welfare of non-agricultural interests. Our governments are then
assumed to apply relative political weights to these two welfare changes in order to evaluate the overall affect of
the policy change in a linear objective function,

To derive the political weights on agricultural and non-agricuitural interests, HR assume that the benchmark
equilibrium policies in our model are the outcome of a political lobbying process.” The interpretation of these

weights is straightforward. They tell us the range of weights within which lies the weight that one lobby group must

2 Specifically, let agricultural land and capital be specific to agriculture with no useful employment in any other sector, Whenever there is
some policy change there will be some change in the return 10 this factor, invanably reflecting the fate of the sector to which it is specific. Thus
a decline in agriculural production will typically result in a decline in the relative price of factors specific 10 agriculiure. The real income of
the household owning this factor is then calculated by deflating with the change in the cost of living. It is perfectly possible for the return to
the factor to decline but for the real income of the houschold owning the factor to increase (this would occur if the cost of living dropped by
a greater percentage than the return to the factor). In the CGE mode! that HR employ there are two sectors that are "agricultural® in the broad
sense used here. One is called AGR and refers to primary agricultural production. The other sector is called FOO and refers to food products.
It is appropriate to consider these two jointly since much of the trade in agricultural goods occurs after they have been processed to some extent
and hence are treated statistically as food products. In effect HR are assuming that these two sectors coordinate their political lobbying activities
perfectly. Given that the levels of protection afforded their sectors are changed equally, this assumption is plausible enough.

2 Specifically, allow the US government to consider two alternative policy options: maintaining the status quo in terms of agricultural
sipport, or complete (unilateral) abolition of agricultural support. HR consider more than one alternative to the status quo, but for illustrative
purposes just assume that there is one liberalization alternative. Assume that the lobbying groups have opposite interests in the policy being
considered. This is always the case for the policies being considered. Agricultural interests prefer more agricultural support and non-agricuitural
interests less. A minimal weight on agricultural payoffs in the objective function is calculated such that none of the alternatives to status quo
that are preferred by the non-agricultural interest groups would be chosen. For this illustrative example it would imply that the weighted payoffs
to the government from complete (unilateral) abolition of agriculteral support is less than that in the status quo. Similarly, a maxima! weight
for agricultural payoffs will have 10 be calculated when allowing for alternatives with higher levels of support than status quo. These alternatives
would be preferred by agricultural groups. The weighted payoff to the government from this higher support aliernative must be less than their
weighted payoff in the status quo.
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receive in terms of the government's objective function so as to rationalize the fact that the CGE model has a
support level equal to the value assumed. No empirical rabbit is being pulled out of the air, since HR are not
claiming that they have estimated these weights. Rather, they are just taking a particular model that represents the
support policies that were assumed or observed to be in effect in the benchmark year, and asking how one could
explain that using a simple model of government behavior. As constructed, the weights are best described as being
model-consistent rather than being empirical estimates.

Further, HR make no attempt at explaining the political lobbying process that leads to the establishment
of these weights. They simply take them as given in the benchmark. The benchmark is therefore assumed to be in

both economic and political equilibrium.

Policy Instruments

The policy instruments considered here are directly related to the agricultural support policies in the two
countries. Detailed descriptions may be found in Harrison, Rutherford and Wooton [1990] [1991] and HR.

The Common Agricultural Policy (CAP) in the EC is modelled as a threshold price constraint on the import
price of goods in agriculture and food that is enforced through a variable import levy. In addition there is an
intervention price constraint on domestic goods, above the threshold price, that is supported by intervention
purchases and export subsidies. The share of intervention purchases that is exported is fixed at 82 % for agriculture
and 87 % for food. The export subsidy is determined such that these exports can be seld on the international market.
The fraction of the intervention purchases that is not exported in simply treated as a waste to the economy (i.e., it
is stockpiled and does not enter any agent’s consumption). The final instrument of the CAP is an exogenously
determined production subsidy.

In any one simulation all three of these instruments (the threshold price, the intervention price, and the
production subsidy) are manipulated simultaneously and to the same extent. That is, if we scale the CAP down by

25% then all three are lowered by this percentage.®

* One aspect of the HR simulations should be noted: the treatment of the CAP as a set of endogenous policies. The issue arises when we
compare the payoffs to countries under a zero-CAP scenario to the payoffs for the same countries under an epsilon-CAP scenario. In the first
case it is natural in terms of the economics of the policy 10 "turn off* the endogenous features of the CAP, whereas in the latter case the CAP
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The agricultural policies of the US are simply exogenously determined import tariffs, export subsidies, and
production subsidies. Again they are manipulated simultaneously and with equal percentage changes in any one
simulation.

The simulations investigated by HR invalve independently changing the EC and the US protection levels

from -100% to +100% in steps of 25%. All bilateral combinations are evaluated.

Model Uncertainty

Like any numerical simulation model, the CGE model used by HR is calibrated to particular values of
certain parameters that may or may not be reliable estimates of the "true value”. Recognizing this fact, it is
becoming common in policy applications of such models to undertake a systematic sensitivity analysis of results,
at least with respect to the elasticity specifications adopted (see Harrison, Jones, Kimbell and Wigle {1992] and
Harrison and Vinod [1992]). HR conduct an extensive sensitivity analysis using the statistical procedures developed
by Harrison and Vinod [1992].

The upshot of running such a sensitivity analysis is that HR generate a distribution of solution values for
any particular counter-factual policy simulation. In other words, if the EC dismantles the CAP they are able to say
something such as "the mean change in the objective function value in the EC is -8.3 %, with a standard deviation
of 0.6 %". They can also make statements as to the reliability of a qualitative result. For example, one can say such
things as "the probability of a welfare gain to the EC from dismantling the CAP is 0%". Such statements reflect

the intrinsic uncertainty about the particular empirical model underlying the simulations.

does remain endogenous albeit at a tiny level. The issue here is the possibility for some discontinuity in payoffs 1o countries as we make an
arbitrarily small change in the CAP scenario. If the U.S. engages in some agricultural support program that causes world prices as perceived
by the EC to increase above unity (the benchmark value), then it would make a difference if the zero-CAP scenario were implemented as a set
of exogenous or endogenous polices, If the policies were endogenous then there would be some variable import levy set up to insulate EC
domestic agents; if the policies were exogenous there would be no such response. The discontinuity arises when we study an epsilon-CAP
scenario in which the EC sets threshold prices at one millionth of a penny above the benchmark prices. For all substantive purposes this may
seem like the zero-CAP option, but it is not since it calls for endogenous variations in the import levy. From the perspective of game theory
this type of discontinuity is bothersome if one insists on interpreting the strategy space as continuous. HR were not so restricted in their numerical
work, preferring to deal with finite numbers of discrete pure strategies. As such there is no formal problem in allowing the CAP to be exogenous
in the zero-CAP scenario and yet endogenous in the epsilon-C AP scenario. More important than the potential problems of formal interpretation,
the economics of the CAP require that one recognize the discontinuity inherent in moving from an endogenous policy to an exogenous policy,
even if the benchmark values (which are ceteris paribus the policy values of other countries) are identical. As such HR defend their approach
as being more natural than the alternative of studying a zero-CAP scenario in which the import levy and export subsidy remained endogenocus.
In the event this problem does not arise in the numerical simulations, since HR do not examine epsilon-CAP scenarios that are all that clese to
the zero-CAP scenario. But it is important to be aware of this possibility in any further work.
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A natural question arises for the conduct of the HR trade war. It is natural to assume that this is a game
in which all agents know the relevant payoffs to every agent. In effect we are assuming that all agents might agree
on the basic empirical model being used to generate the payoffs of alternative strategy combinations, even if neither
side thinks that the model is "true" in any deeper sense. For present purposes we suppose that the agents adopt the
CGE model we use here,

If this is so, then how are we to deal with the uncertainty over the model’s results? Expected utility theory
provides a natural answer to this question. We know how to evaluate the utility (or payoffs) to each agent given that
they agree on the model and the particular set of elasticities used in any counterfactual policy simulation. This was
discussed above. Now we must extend that calculation to allow for the fact that different elasticities will result in
the same mode! giving different payoffs for the same counterfactual policy simulation. Expected utility theory
assumes that the expected utility of some uncertain outcome is just the probability-weighted average utility of the
utilities associated with each outcome.?

The HR sensitivity analysis undertakes a calculation of this kind over more than two sets of elasticities,
In fact our sample sizes for each cell of the payoff matrices used here are equal to 500. The simple logic of the
above expected payoff calculation is just the same, however.

Table 6 summarizes the HR analysis of the robustness of these results. In Table 6a the robustness of both
unilateral and bilateral elimination of agricultural support policies is illustrated. Our results are very robust to
variations in elasticity values. Standard deviations are consistently low and the qualitative results® are certain to
100% with only two exceptions -- the change in the weighted payoffs to the US government’s objective function
has approximately a 5% chance of being of the opposite sign. Table 6b illustrates partial and full bilateral
liberalizations with equally robust results. Qualitative results always hold with 100% certainty with respect to
variations in elasticity values.

It should be noted that HR employ prior probabilities for the different sets of elasticities that reflect our

* To be specific, assume that we just try two sets of elasticities, called High and Low for convenience, and one counterfactual policy
simulation, such as the dismantling of the CAP and US farm support policies. Assume hypothetically that the payoff to the EC is 1.44 if
elasticities are Low and 2.22 if they are High. If there is a 65 % chance of the elasticities being Low and only a 35 % chance of them being High,
then the expected utility of this uncertsin prospect to the EC is just 0.65(1.44)+0.35(2.22) = 0.936+0.777 = 1.713.

* The qualitative result refers to the sign of the change.
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Table 6: Results of Policy Simulations and Sensitivity Analysis

knowledge about these estimates, rather than always assuming diffuse priors. As such the sensitivity analysis does
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involve greater weight being given to elasticity values that are a priori more likely to be observed. We thereby
constrain the range of counterfactual policy results to be consistent with elasticity values that are uncerrain but not
unrealistic.

For example, the sensitivity analysis is much more likely to pick a value for an elasticity drawn from a
Normal distribution within one standard deviation of the mean than it is to pick a value between one and two
standard deviations from the mean. The objective is not to "let anything happen", but just to provide an honest

assessment of the intrinsic uncertainty surrounding numerical calculations such as those employed here.”

The Model-Consistent Political Weights

Complete and unilateral liberalization of the CAP in 1985 results in reductions in the real income of
agricultural interests in the EC of 8.34 billion 1980 U.S. dollars”, and overall welfare gains to non-agricultural
interests in the EC of 12.35 billion. The minimal political weight on agricultural interests consistent with the CAP
being in place in our benchmark equilibrium is therefore 0.597 {(=12.35/20.69). Thus one does not have to give
agricultural interests much more than half-weight in order to rationalize the existence of the CAP in this model, at
least in relation to complete liberalization as the alternative.

A similar calculation for complete and unilateral liberalization of agricultural support by the US results in
reductions in real income of agricultural interests of 4.71 billion® and increases in the real income of the non-
agricultural US interests of 6.81 billion. Thus the minimal political weight on agricultural interests in the US is
0.591 (=6.81/11.52). This weight is coincidentally quite close to the weight found for the EC.

It should be emphasized that each of these weights are based on the average changes 1n real income over

* This may seem 10 be a minor point, but there are many instances in policy applications of models such as these in which authors have
not constrained their elasticity specifications to realistic values, and managed 1o find that a given policy can have virtually any qualitative effect.
Such analyses have led many people to avoid the use of sensitivity analysis on the false grounds that it recessarily involves drawing indeterminate
policy conclusions.

7 This figure is composed of losses 1o three distinct groups. Land and Capital that are specific to AGR in the EC each lose 3.7012% of their
real income with CAP liberalization, and Capital specific to FOO in the EC loses 8.3813% of it’s real income. The endowments of each of these
factors, in billions of dollars, are 64.0213, 28.7632, and 58.4979, respectively. The total loss of 8.34 is therefore computed as
0.037012(64.0213+28.7632) + 0.083813(58.4979).

** This is also composed of losses to three factor groups. Capital and Land specific to AGR in the US each lose 7.51 % of their real income
due to the removal of support, and Capital specific to FOO in the US loses 2.76% of its real income. These factors have initial endowments
of 12.1979, 27.1501, and 63.6760 billion, respectively. Weighted by the percentage changes in real income, these endowments add up to the
overall loss of 4.71 billion reported in the text.
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500 simulations, reflecting an extensive sensitivity analysis with respect to key elasticities and parameters in the

underlying empirical model.

Figure 1: Payoffs to Interest Groups in the European Communities

HR examine how the political weights change as they consider alternatives to the status quo other than
complete liberalization. Figures 1 through 4 display the results of comparable calculations for a wide range of
unilateral policy alternatives by the EC and US, Table 7 lists the corresponding values in these figures.

1t is apparent from these results that agricultural interests in each of the EC and US would lobby against
liberalization of agricultural support and in favor of increases in that support. Conversely, non-agricultural interests
would have diametrically opposed lobbying activities. These qualitative results are quite intuitive. They do, however,
imply that one must take a little care in interpreting the political weights.

Consider the political weights within the EC first. In order to rationalize the status quo as compared to

100% liberalization of the CAP HR found that agricultural interests needed a weight of at least 0.597 in the
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Figure 2: Political Weights in the European Communities
objective function of the EC "government”. For all other reductions in the CAP this weight must be higher, around
0.71 or 0.72 depending on the precise alternative to the status quo.

Now consider the alternative of mcreasing the CAP by 100%. In this case agricultural interests gain by
4.6760 billion as compared to the status quo and non-agricultural interests lose by 12.3811 billion. The political
weight of 0.274139 is calculated as the minimal weight required on non-agricultural interests so as to rationalize
why the status quo was the benchmark in this model. This means that one minus this weight, or 0.725861, is the
maximal feasible weight on agricultural interests that is consistent with the status quo being preferred by the EC
"government".

HR therefore find that there is a reasonably tight bound on the political weights for agricultural interests

that is consistent with the status quo. Specifically, this weight can lie between 0.719766 and 0.722099 for the EC,
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Figure 3: Payoffs to Interest Groups in the United States
and between 0.601696 and 0.611874 for the US.? Any lower weight than given by these bounds would result in
the gains to non-agricultural interests outweighing the losses to agricultural interests in the government’s "eyes”,
and the alternative to the status quo being chosen by the government. Similarly, any higher weight would result in
the gains to agricultural interests outweighing the losses to non-agricultural interests.®

Why are these weights so stable for all of the alternatives other than complete liberalization? The reason
is that the ratio of the change in real income of agricultural interests and non-agricultural interests is relatively

constant. The absolute level of these changes in real income vary sigmficantly with the different alternative policies,

# One could evaluate policy alternatives that are arbitrarily close 1o the status quo and obtain even tighter bounds, but these intervals are
more than adequate for present purposes. Moreover, it is not obvious that such marginal changes in policies are feasible from a negotiating
perspective, notwithstanding the nihilistic rhetoric commonplace in the GATT bargaining process.

* To see this point transparently, consider the effects of having weights of zero and one on agricultural interests. In the first case the
government would completely ignore agricultural interests and fully liberalize unilaterally, whereas in the second case the government would
completely ignore nen-agricultural interests and expand agricultural suppon (to the maximal level of +100% considered here).
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but the ratio of the two does not for all but complete liberalization.

It is particularly noteworthy that there is a difference when we consider complete liberalization rather than
just a scaling up or down of the CAP, This indicates that it will be much easier to get the EC to epgage in partial
liberalizations than it will be to get them to engage in complete liberalizations in the sense that the political influence
weight for agriculture only has to be lowered by a small fraction to remove enough opposition to full
liberalization®. This may seem like a trivial conclusion until one notices that in terms of the political weights we
have calculated it will be just as easy to get the EC to engage in a 75% liberalization as in a 25 % hberalization.
This analysis as to the political ease of alternative reforms has nothing to do with the absolute size of the real

income changes that they imply for any group of agents, but rather with their effect on their relative lobbying

' Recall the earlier discussion of why there is a difference between partial and full liberalizations of the CAP. The latter involves a
fundamental "regime change” in relation to the variables that are endogenous and exogenous (e.g., the import levy is no longer variable, but
fixed).
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Table 7: The Political Weights

influence.
Given this range of political weights HR determine the objective function weights on agricultural interests
used in their simulations for the EC and US such that each want to adopt the status quo. For the EC this weight

1s roughly 0.72 and for the US it is roughly 0.61, comfortably within the bounds noted earlier.

The Trade War

HR simulate an agricultural trade war by evaluating the economic effects of each country adopting values
for thetr agricultural support policies that are -100%, -75%, -50%, -25%, 0%, +25%, +50%, +75%, or +100%
of the status quo values. This trade war therefore involves 81 (=9 x9) policy combinations, or 81 distinct policy
simulations.

Each of these 81 policy simulations is solved repeatedly as part of our sensitivity analysis, with every major
elasticity being randomly perturbed in each simulation. In each cell HR conduct a sensitivity analysis with a sample

size of 500, implying a total of 40,500 (=81 x500) solutions of the CGE model. From this sensitivity analysis for
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each cell one can determine the average changes in the real income of agricultural and non-agricultural interests.

Table 8: Unweighted Payoffs to Agricultural Interests (in billions of U.S. dollars)

Tables 8 and 9 report these unweighted changes in real income (in billions of dollars, per annumy}. The first
line of Table 8 is read as follows. When the EC adopts a policy of -100% liberalization (complete abolition of the
CAP) and the US does likewise, agricultural real income in the EC goes down by 7.231 billion relative to the status
quo and by 1.717 billion in the US relative to the status quo. The second line shows that when the EC maintains
it’s policy of full liberalization but the US only liberatizes by 75%, agricultural real income in the EC goes down
by 7.427 billion and goes up in the US by 0.020 billion.

Similar interpretations apply to the payoff reported in Table 9. The first and second lines there correspond
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Table 9: Unweighted Payoffs to Non-Agricultural Interests (in billions of U.S. dollars)

to the same policy packages as discussed above. In this case one can see from the first line that complete
liberalization by the EC and US results in a 10.068 billion gain in real income for non-agricultural interests in the
EC and a gain of 3.085 billion in the US.

These payoffs are unweighted in the sense that we have not yet applied the political weights to each interest
group to determine the payoff in the "government” objective function in each country. Using the weights of 0.72
and 0.61 for the EC and US discussed earlier, HR obtain the weighted payoffs shown in Table 10. Consider the
first line again. The weighted payoff to the EC "government” is -2.388 billion, which is the sum of the weighted
loss of 5.206 (= 0.72 X 7.231) to agricultural interests and the weighted gain of 2.818 (= 0.28 x 10.068) to non-

agricultural interests.
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Table 10: Weighted Payoffs to Government (in billions of U.S. dollars)

The Retaliatory Nash Equilibrium of the Trade War

Given the payoffs to each government shown in Table 10, it is a straightforward matter to verify that the
status quo is a Nash Equilibrium (NE) of this trade war, This follows by the way that the political weights have been
constructed for each agent: neither has any unilateral incentive to choose a policy that differs from the status quo.®
To see this, examine the line in the payoff matrix that corresponds to both players choosing the status quo.

Each player receives a payoff of zero, since there is obviously no change in the real income of any interest

group.™ Now evaluate the alternative policies that the US could adopt, assuming that the EC maintains its status

*# Indeed, verifying that the status quo is a NE is a useful consistency check on the way that the political weights have been computed.

¥ Strictly speaking the minimal political weight on agricultural interests is zero at this point, but this is a mere technicality.
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quo polices. Any such unilateral deviation by the US results in it receiving a loss relative to the status quo. Hence
the US has no incentive to unilaterally deviate from the status quo, given that the EC is at the status quo. Simalarly,
by comparing the lines of the payoff table corresponding to the US adopting the status quo™ we see that the EC
does not gain by unilaterally deviating from the status quo. This verifies that the status quo is a NE.

It does not follow that this is the only NE. The political weights have only been constructed to ensure that
the status quo is a best-response given that the other player is choosing the status quo also. They do not ensure that
the status quo is a best-response if the other agent is deviating from the status quo. For example, if the EC
completely liberalizes the CAP then the best-response for the US would be to increase agricultural support by 75%.

Nonetheless, it turns out that the status quo is indeed the only NE of this game.

The Cooperative Nash Solution

Given the policy alternatives considered thus far we can determine the unique negotiation outcome using
the Nash Solution (NS} with the NE as the disagreement outcome in the event of a breakdown 1n negotiations. An
appendix describes the NS formally. For the calibrated political weights the NS is for the EC to liberalize the CAP
by 75% and for the US to increase agricultural support by 50%. This generates losses to EC agricultural interests
of 3.443 billion, gains to US agricultural interests of 3.364 billion, gains to EC non-agricultural interests of 9,383
billions, and losses to US non-agricultural interests of 4.953 billion.

It is impossible to conceive of a NS where no one loses relative to the status quo as the effects on
agricultural and non-agricultural groups, both in the EC and the US, are diametrically opposite. If an agricultural
group gains the corresponding non-agricultural group loses. All that we can conclude therefore is that with the
existing political influence weights in the government planning function a cooperative NS exists such that the EC
would completely eliminate the CAP and the US would augment its agricultural protection program with net gains

in both countries objective functions (15% for the EC and 12% for the US).

* These lines are in the middle of each block of payoffs, and are not contiguous.
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4.2 The Multilateral Bargaining Game

We use the simulation results of HR to calibrate a MB game, s0 as to see how the outcome changes if this
game is employed instead of a retaliatory trade war or a cooperative NS imposed,

There are four private players in the MB game, and one Government player which we will interpret as the
(reconstituted) GATT. The private players, of course, are the agricultural and non-agricultural interests of the EC
and the US. Each has an ideal point over the space of policy alternatives considered in Tables 8 and 9. For
agricultural interests in the EC it is the outcome (100, ~75)°, and for agricultural interests in the US it is the
outcome (-100, 100). For non-agricultural interests in the EC the ideal point is (-100, 100), and for non-agricultural
interests in the US it is (100, -100). The utility function intercepts and coefficients are set at 1000 and 1, without
loss of generality.®

If we represent EC reform on the vertical axis and US$ reform on the horizontal axis, we have the ideal
points of US non-agricultural interests and EC agricultural interests clustered together in the top left corner, the ideal
point of US agricultural interests diametrically opposed at the bottom right-hand corner, and EC non-agricultural
interests at the bottom lefi-hand cormer, Thus three of the four private agents have an interest in having the US
reduce agricultural protection, but there is no simple majority in terms of EC agricultural reform. The trade war
outcome, of course, was found to be the (0, 0) outcome, whereas the cooperative NS cutcome was (-75, 50). Figure
5 illustrates these ideal points and outcomes.

The access weights assumed for each private agent in the MB game are derived from the political weights
generated by HR. We assume that each country as a whole has equal access to the negotiating table, but each of
the interests within each country have access to each of the national negotiators in proportion to the political weights
calibrated by HR and described above. Thus we have access weights of 0.36 {=0.72/2) and 0.14 (=0.28/2) for

agricultural and non-agricultural interests in the EC, respectively, and access weights of 0.305 (=0.61/2) and 0.195

* Inspection of Table 8 shows that the cutcomes (100, -100) and (100, -75) result in the same payoffio agricultural interests in the EC. We
assume that an agent is prepared to make any costless concession, such as when the Philippines offered to remove import tariffs on snow-blowers
in recent negotiations on ASEAN trade liberalization.

% The specific values for these parameters are of little interest since we are free to transform them as long as we preserve the preference
ordering of the agents (strictly, we are allowed any positive affine transform, which is more restrictive than allowing monotonic transformations).
For numerical reasons it is nice to keep utility levels positive for all feasible proposals.
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Figure 5: Preferences Over Agricultural Trade Reform

{(=0.39/2) for agricultural and non-agricultural interests in the US. Each of the US and EC is accorded one vote,
which is operationalized by giving each of the interest groups within each these regions a vote of one-half.
Tables 11-14 show the outcomes of various multilateral bargaining games computed using these preferences.
We first compute the MB outcome assuming that the GATT takes no role in negotiations. We then allow it to have
more and more influence, and see how this changes the solution. Specifically, we allow the GATT to have more
"influence" by jointly increasing it's access probability and it’s voting power. In game MBO it has neither. In game
MBI it has an access probability of 0.1 and a vote of 0.1, which corresponds to the GATT having the tenth of the
influence that either the US or the EC has. In game MB2 we increase these from 0.1 to 0.5, giving the GATT more
of a say but still less than each of the US and the EC. Finally, in game MB3 we increase the access probability and
vote of the GATT to 1, putting it on a par with the US and the EC. It would be possible in future work to study

the effect of varying the access probabilities of the GATT without varying it’s voting power, or vice versa.

-36 -



Table 11: Muitilateral Bargaining With No GATT

Table 11 presents the results of game MBO, in which the GATT has no influence. This game requires a
large number of iterations to settle down, and appears to converge to a "limit cycle” as illustrated for rounds 199

and 200. This solution consists of a cycle between the outcome (-15, 25) and the outcome (-20, 20). The fact that

-37-



there appears to be no (necessary) determinate solution in the absence of an essential piayer reflects a general feature
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Table 13: Multilateral Bargaining With a Weak GATT

of this multilateral bargaining institution stressed earlier in section 2.4. As it happens, this game does eventually
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Table 14: Multilateral Bargaining With a Strong GATT

converge to the determinate solution (0, 12.5) as displayed in Figure 5, but only after 1000 or more iterations! The
greatest change in proposed policies occurs after just one round of bargaining, but thereafter the "progress” in
negotiations is extremely slow.

Table 12 illustrates the gain in negotiation speed that can be achieved by having a mimimal role for the
GATT in multilateral bargaining. This is game MBI, resulting in a solution (-3, 12) after 70 rounds. As illustrated,
however, a good approximation of this solution is attained after just 30 or so rounds. Note how the solution is
substantively altered by having the GATT assume some role. Thus the GATT is not neutral in these negotiations
proceedings: it speeds up the negotiations, but does have some effect on the outcome.

Table 13 shows how much we can speed negotiations up by giving the GATT a greater role. [n this case,
game MB2, we end up at a solution (-29, 34) after only ten rounds. Moreover, we are in the ball-park of this

solution after only two or three rounds of negotiation!
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Finally, Table 14 shows the effect of giving the GATT the same influence in negotiations as each of the
US and EC. In this case, game MB3, the solution is (-47, 50) and is achieved after only five rounds. Indeed, we
are virtually at that point by round 2.

These negotiated outcomes are illustrated in Figure 5, along with the outcomes described earlier (the
retaliatory trade war outcome is marked NE and the axiomatic Nash Solution is marked NS). It is apparent that the
multilateral bargaining outcomes are quite different from the axiomatic NS, irrespective of the role of Government.
This could change, of course, if we had endowed the GATT with a utility function which mimicked the utility
function which is being maximized when computing the NS. That is, we can expect the multilateral bargaining
outcomes to be sensitive to the particular way in which the GATT trades off the welfare of the individual players.
Thus further study of the effects of alternative specifications of this utility function would be worthwhile.

One intriguing feature of the multilateral bargaining outcomes is that incorporating the GATT appears to
affect negotiated outcomes "monotonically”. By this we refer to the slow movement away from MBO as we consider

MBEI1, MB2 and MB3. This result just indicates again the value of looking at specific cases of preferences.
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APPENDIX A: Computing Solutions

The MB game is a dynamic non-linear programming problem that is solved using GAMS, documented in

Brooke, Kendrick and Meeraus [1988]. The following GAMS code is relatively self-documenting and illustrates how

we do this:

$TITLE MULTILATERAL BARGAINING GAME

SOFFUPPER
$OFFSYMXREF
SETS
1 Agents / galt
agee
nonages
agug
noagus /
I Policy Dimensions / ecreform
usreform /
C Coalitions fCI*CS5 /
T Periods / TOFTO /;

ALIAS (LK), (LID, (C,CC), (T,TT) 5

* Define the idesl points (or bliss points) of cach sgent, sround which
* their indifference curves over policies will be defined.

PARAMETER A(L}) ldca] Points of Agents

/! gat  .ecreform 0
gatt  .usreform 0
agee  screform t00
igec  .usreform =75
nonagec.cerefom -100
nonagec.usreform 100
agus .ecreform -100
agus .uarcform 100
nonapgus.ecteform 100
nonagus.usreform -l 4

* Define the intercept of the utility functions of agents.

PARAMETER INTERCEPT(} Intercept of Lhility Functions

! gent ]
agec 1000
DoTARES 1000
agus 1000
nonagus 1000 /7 ;

* Define the cocfficicnt of the wtility finclions of agents.

PARAMETER COEFF() Cecfficient of Uility Functions

/ gan 0
apso 1
nonages 1
REus 1
nonagus Loy

* Define (he acoess weights of each agent.

PARAMETER ACCESS(l) Acccss weights

! gau 1
agee 36
nonegec 14
agus 305
nonagus Jd95 7

* Define the default policy values.
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PARAMETER DEFAULT(I) Defaull policics
! ecreform 0
usrcform 9 7/

* Define |he default wility levels.

PARAMETER UDINPUT(M) Default utility levels as nput

£ zan 1]
agec 0
nonagec (¢}
agus 4]
nonagus 0/,

* Define the possible coalitions.

PARAMETER COALITIONS(C,[) Feasible Coalitions

1 (C1=CS) | gatt

(€1, C3,C4,C3) .
, nonagee |

(C1, €2, C3, C3)

i
apee 1

(Cl, €2, C4, C5) . agus 1
(Cl,C2, C3,C4) .oomagus | /;

* This file contains the essential problem logic for the MB problem. It will
* be included with & generating file which contains the specific parametric
* inslance 10 be solved.

* The scalar SIGMA defincs the substitutability of agents in the govermments
* utility function.

* The scatar SELECTG witl indicale if we are picking out the government (=1)
* or not {=0).

* The scalar SACCESS is used 10 hold the sum of the access weighls.

SCALARS
SIGMA SUBSTITUTABILITY OF AGENTS IN GOVERNMENT UTILITY 2.0/
SELECTG INDICATOR THAT WE ARE SELECTING THE GOVERNMENT AGENT /1.0/
SACCESS SUM OF THE ACCESS WEIGHTS 00/

* Re-normalize the access probabililies to sum 10 one.

SACCESS = SUM(, ACCESSM)
ACCESS(I) = ACCESS(l} / SACCESS;

* These arrays will facilitate the looping as well as the solution report.

PARAMETERS
UNEXT(® RESERVATION UTILITY FOR AGENT IN NEXT PERIOD
SELECTIC)  WEIGHTS T SELECT AGENTS
SELECTC(CC)  WEIGHTS TC SELECT COALITIONS
UREP(CC,TT, LK) OPTIMAL UTILITY LEVELS FOR EACH COALITION
XREP(CC,TT,1,K) OPTIMAL POLICY PROPOSALS FOR EACH COALITION
UDREP(IT,K}  RESERVATION UTILITY OF AGENTS
CHOOSE(TT,IN  UTILITY IN COALITION CHOSEN BY COLUMN AGENT
BESTC(ET,LI) UTILITY OF ROW AGENT IN PROPOSAL BY COLUMN AGENT;

* Imitialize UNEXT(Q al values for UDINPUT. To be re-initialized as time
* goes by...

UNEXT() = UDINPUT(D ;

* Define the variables used Lo construct the problem.

VARIABLES
GU GOVERNMENT UTILITY
GUDEF DEFAULT GOVERNMENT UTILITY
U UTILITY OF AGENT 1
UDEF{) DEFAULT UTILITY GF AGENT I
X0 POLICY PROPOSALS
OBJ OBRJECTIVE FUNCTION (UTILITY OF PROPOSER);

* Define cach of the equations of the probletn.

EQUATIONS
GOVT DEFINE UTILITY FUNCTICN OF THE GOVERNMENT
GOVTDEF DEFINE DEFAULT UTILITY OF THE GOVERNMENT

UTILITY(M DEFINE UTILITY FUNCTION OF AGENT [
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UDEFAULT() DEFINE DEFAULT UTILITY OF AGENT |
PROPOSE DEFINE UTILITY OF PROPOSER AS OBIECTIVE
UVOTERS(C,I) ENSURE UTILITY OF VOTERS EXCEEDS DEFAULT
VETO ENSURE GOVERNMENT VETO POWER;
* Define the government’s utility functions as a CES function of the
* wiility of all agents. Define the government’s default utility in a
* gimilar fashion. In this version we will situplify things by just assuming
* oeefect substitutability between individual agent utilities. Similarly
* for the GOVTDEF definition belaw.
GOVT..
GU =E= SUMK § (ORDK) NE 1), UK))
GOVTDEF..
GUDEF =E= SUM(K $ (ORD() NE 1), UDEFK))
* This is the Fuclidean distance metric being used to define the ulility of
* cach agent as we move away from his ideal point A(). We also gel the
* government wtility “defined” bere, since we use U{) for deciding on the
* best proposals a3 well as the ressrvation utilities,
UTILITY(T) $ (ORD{) NE 1)..

U@ =E= INTERCEPT(l) - COEFF(I) * SQRT( SUM{J,
(0 - ALY = 50) - AR 1))

* Specify the default wility velues dircetly via UDINPUT parameter values.,
* These values will be re-set by the program SOLVE as tire goes by,

UDEFAULT( $ (ORD() NE 1)..

UDEF({T} =E= UNEXT(D ;
* The next set of constraints ensure that sach voter in active coalition €
* gets more utility than his default, but weight cach by (2) whether or not
* the voler is in the coalition {COALTTIONS{)=1), and (t) whether
* or ot this coalition is being considered just now (SELECT(}=1).
* Notc that the govenumnent is not inchuded here.

UVOTERS(C,D $ (OREXI) NE 1)..

Um  * SELECTC(C) * COALITIONS(C,T) =G=
UDEF() * SELECTC(Cy * COALTTIONS(C,I);

* [ ot the government have veto power.
VETO,.
GU =G= GUDEF ;
* This is the objective finction, which will depend on the agent
* making the proposal (picked out by SELECT() as we loop over 11, which is
* alinaed with 1, below}.

PROPOSE..

OBJ =E= (1.0 - SELECTG) * SUM( § (ORD{) NE 1), SELECTI(D = U() )
+ SELECTG = GU;

* Define the model.
MODEL BARG / ALL / H
* Initialize the pointer arrays for agenls and commillees at zero,

SELECTKI; = 0.0 H
SELECTC(C) = 0.0 H

* Solve the model, looping over all time periods TT, agents IF and coalitions
* CC. This ix a conservative solution approach which will ensure that we

* have found the best coalition.

LOGP (TT,

LOOP (I $ (ACCESS(I) GT 0.0),



SELECTI(I) $ (ORD(M) NE 1) = 1.G;
SELECTG  $ (ORDAD EQ L) = 1.0;
SELECTG $ (ORD{) NE 1) = 0.0;

1.Q0P (CC § (COALITIONS(CC,IT} EGQ 1),
SELECTC(CC) = 1.0;
X.Lg} § (ORDAN GT 1) = AL H

SOLVE BARG USING NLP MAXIMIZING OBJ;
* If the mode] solves then save the solution.,
U.LM ${ORD{M EQ 1) = GU.L;

UREF(CC,TT,1,I § (BARG.MODELSTAT EQ 2) OR
(BARG.MODELSTAT EQ 7))
= U.L{dy

XREP(CC,TT,J,I) $ ((BARG.MODELSTAT EQ2) OR
(BARG.MODELSTAT EQ 7)
= X.L0x

* .. but if it doca not solve then sel the vatues 1o the expected

* utility of going into the mext pericd {i.¢., passing), This will happen

* as o approach a solution of the overall multiperiod game, so it is

* important not to "abort” at this stage, The following "abort™ code is

* remnarked out but is uscful for debugging purposcs, Note that not being
* gble 10 find & sclution means that the agent and ocalilion being considered
* in this loop cannt find a proposal that would be volcd in.

»®

* ABORT § ((BARG.MODELSTAT NE 2) AND

* (BARG.MODELSTAT NE 7))

* *siek THE MODEL DID NOT SOLVE™;

UREP(CC,TT,LID) $ ((BARG MODELSTAT NE 2) AND
(BARG,MODELSTAT NE 7))
= UNEXT()

XREP(CC,TTJ, ) $ (BARG.MODELSTAT NE 2) AND
(BARG.MODELSTAT NE 7))
= 0.0

SELECTC(CC) = 09 %
* Now find the best coalition for this proposer, This works fine except
* for agents which have a beat propodal that carns them negative payoff.
* SOLVE over-rides this by figuring the best coalition directly from
* the UREP values displayed below,

CHOOSE(TT,I) = SMAX((K,CC), SELECTIII) * UREF(CC,TT,0,K)
+ SELECTG  * UREP(CC,TT,ILK)});

* This next line i not correct ... it picks oul the best values for each
* ggent, rather than picking out the best coalition from the perspective
* of the proposing apent. Again, SOLVE over-rides this,
BESTC(TT,LI} = SMAX((K,CC), URERCC,TT,I.IN $
(CHOOSE(TT,IN GT 0.O) %
SELECTI(M) = 0.0 %

UNEXT() = SUM{EK, (ACCESS(K)} * BESTC(IT,LK)) );
UDREP(TT,E = UNEXT®); );

* The program SOLVE will read the values for UREP and XREP, and decide
* which are the best proposals for each agent in this period. It will then
* re-initialize UDINPUT if neod be and nm through another pericd.

DISPLAY COALITIONS, ACCESS, BESTC, CHOOSE, UDREP, UREP, XREP;

The program SOLVE, referred to in this GAMS code, essentially controls the sequence of such GAMS
problems that must be solved. First it solves the series of problems for each agent and each coalition for the terminal

bargaining round. Then, using the expected payoffs for each agent from the last round, it can set up the problems
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for the next-to-last round (since we know the "reservation payoff” that each agent must receive in order to accept
a proposal rather than force play into the terminal round). It does this until we have solved the game for the fixed
number of penods (ﬁve in the example discussed in the text) or until we have met some convergence tolerance
defined in terms of expected payoffs and messages. Details on the program SOLVE may be obtained from Glenn
Harrison.

The foregoing procedures are effective in generating a solution, as well as documenting our computational
procedures. However, they have one computational disadvantage for certain purposes, and that is that they require
DOS-level interaction between the program SOLVE and GAMS. It would clearly be much faster to solve the
problem entirely in one job. In fact we could do this with certain new features available in recent 80386 releases
of GAMS, but these are not features that are available to the general public.

The SOLVE program reads in a description of the MB problem contained in a "configuration file". The
format of these files is described in Harrison, McCabe, Rausser and Simon [1992]. For demonstration purposes we

list below the configuration files employed for the simulations reported in Section 4.2 of the text:

==2 AGWARO.CNF ... configuration fik for AGWAR negotiation

[nagents] " Number of agents, including Govemnmenlt
S .

[agems] " Names of agents (up to 60 characters).
gatt

ages

nonagec

agus

nonagus

[npoliciea} " Number of policy dimensions

[policies] * Names of policy dimension {up to 60 characlers)
ecreform

usreform

[nplayers] * Number of experimental subjects (tive -+ simulaled)

[players] * Player ID's, with en asterisk for simulated players

»noh W or

{ngroups] * Number of experimental groups (or clones)

[simulated] * Apent or player ID ard an asterisk if simulaled
gatt *

agec *

nomapec ¥

agus *

nonagus X
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[veoting power] * Agent or player [} and mumber of votee
gatt 1]

agec 0.5

oonapee 0.5

agus 2.5

nonagus 0.5

{acceas] * Agemt o player ID and access probability
gatl 0

agee 036

nonagec  9.14

agus 6.303

nonzgus  {.195

{matched proposals] " Have preposals from the same agents over meplications
o

{u-default] " Agent or player 1D and default utility level
gatt 0

agec i)

nomagee O

agus [¢]

nonagus 0

* NOTE: alternatively, user can enter the [p-default] values

[u-3quo} * Agent or player ID and status que utility kevels
zatt )]

agec 0

nonagec O

ags 0

nonagus

* NOTE: alteratively, wscr can eater the [p-squo] values

{u-idesl] points] " ldeal points of Euclidean Utility function
gatt 0 0

agec 00 -75

nonagec ~100 100

agus  -100 {0Q

vonagus 100 -100

[u-intercept] " Intercepts of Euclidean Utility function
gatt @

ages 1000

nonagee 1000

agus 1006

nonagus 1000

[wcocfTicient] * CocfTicients of Euclidean Ulility fimetion
galt 1]

agec |

nonagec |

agus 1

nonagus 1

{nperiods] ’ Number of pericds per game (T)
9

[nrepetitions) ' Maximal nurnber of tires we play the whaole game
1

[time] * Maximal number of scconds per peried
120

[shuafTk] " Shuffle players from game to game ("yes” or “no")
yes

[path] * Path for all measages (this is system-specific)

[solver] * Cail 1o GAMS solver
gams

[gevemment] ' Indicate whether or not there is 3 Govermment
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==> AGWARIL.CNF ... configuration file for AGWAR game with minimal GATT

[nagents] * Number of agenis, including Govemment
3

[agents} * Names of agents (up to 60 characiers).
gatt

aged

nonagee

agus

nonagus

[npolicies] * Numsber of palicy dimensions
[policics] * Names of policy dimension (up to 60 chamcters)
ecreform

wsreform

[nplayers] * Number of experimental subjects (live + simmlated)

[players] " Player I0)'s, with an asterisk for simulated playcrs

»oh W

[bgroups) * Number of experimental groups (or clones)

[simulated] * Agent or player 1D and an asterisk if simulated
gait *

agec *

nomagec *

Agus *

nonagus ™

[voting power} * Agent or player 1D and mamber of votes
gatt 0.1

agec 0.5

nonagee 0.5

agus 0%

nonagus 0.5

{roeess] * Agent or player 1D and access probability
galt 0.1

agec 035

nonagee  0.14

agus 0.305

nonagus  0.195

[matched proposais] * Have proposals from the same agenla over replications
no

[u-default] * Agent or player 1D and default utility level
gatt ]

ages D]

nonagee 0

apus ]

nonagus 0O

* NOTE: alternatively, wser can enter the [p-default] values

fu-squo] * Agent or player ID and status quo wtility levels
gah 4]

agec O

noragee )

agus 0

nonagus 0

* NOTE; altematively, user can enler the [p-squo] values

[w-ideal points] * Ieal points of Euclidesn Utility function
Balt LI ]

agec 100 -75

nonages -100 100
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agus  -100 100
nonagus 100 -100

[w-intercept] " Intercepts of Euclidean Uhility function
gatt Q

agec 1000

ponagec 1000

agus 1000

nonagus 1000

fucoefficient] " Coefficients of Euclidean Utility function

gatt (1]

agec 1

nonagee 1

agus 1

nonagus |

[aperiods] " Number of periods per game (T}

9

[nrepetitions] * Maximal number of limea we play the whole game
1

fiime] ' Maximal number of scoonds per period

126

[shuffle] * Shuffie players from game to game ("yes” or "ac")
yes

[path] " Path for all messages (this is system-specific}
[sobver] " Cail 10 GAMS salver

gams

[government] " Indicate whether or not there is a Government
yea

==2> AGWARZ.CNF ... configuration fite for AGWAR game wilh moderate GATT

[osgents] ' Number of agents, inchuding Govemment

[agents] " Names of agents (up lo 60 characters).
gatt

agec

nonagec

agus

nonagus

[epolicics] * Number of policy dimensions
2
[poticies) ‘ Names of policy dimension (up to 60 characicrs)

ecreform
usrefomn

[mplayers} * Number of experimental subjects (live + simulated}
5

[players] * Player ID's, with an esterisk for simulated players

ho Wk —

[ngroups] * Number of experimental groups (or clones)
[simulated] “ Agent or player I} and an agterisk if simulated
gatt *

potagee ¥

nooagus *

- 49 -



[veting power] * Agent or player 1D and number of voies

agec 0.5
nonagee 0.5
agus 0.5

[acocas] " Agent or player 1D} and scoeas probability

[tmatched proposals} ° Have proposals from the same agenis over roplications
no

[u-defautt] * Agent or player 1D and default wility level
gatt 0

agec 4]

nonagec O

apus [/}

nonagus 0

* NOTE: alicrnatively, uscr can enter the [p-default] values

{u-sque] * Agent or player 1) and status quo utility levels
gat 0

agec 0

ponagee O

agus 0

nonagus O

* NOTE: alternatively, user can enter the [p-squo] valucs

[u-idesl points] * Keal poites of Euclidean Utility function
galt 0o 0

agec 100 -75

nonagec -100 100

agus -100 100

ponages 100 -100

[u-intercept] * Interoepts of Euclidean Utility iimction
gatt 0

apec 1000

nonagee 1000

agus 1000

nonagus 1000

Tu-coefficient] * Cocfficients of Euclidean Utility fimction
Eatt a

agec 1

nopagec 1

aus 1

nomagus 1

{operiods) * Number of periods per game (T)
9

[orepetitions] " Maximai mumber of limes we play the whole game
1

[timre) * Maxirnal mumber of seconds per period
120

[ahuffic] ' Shuffle players from game to game ("yes™ or "no")
yea

[path] * Palh for all messages (this is system-specific)
[salver} * Call to GAMS solver
gams

[government] " Indicate whetber or not there is & Government
ye3
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==> AGWAR3.CNF ... configuration file for AGWAR gamc with strong GATT

[nagents] * Number of agenls, inchuding Govemment
5

[agents) " Names of agents (up 1o 60 characters).
gaut

agec

nonEgeC

agus

nonagys

[npolicica) ' Number of policy dimensions
[policies] * Names of policy dimension (up to 60 charactzrs)
ecreform

usrcform

[nplayers) " Number of experimental subjects (live + simmlated)

[players] * Player 1Ds, with an asterisk for simulated playcrs

th B W R e

[ngroups] " Number of experimental groups {or clones)

[simulated] " Agent or player 1D and an asterisk if simulated
gatt =

fvoting power] * Agent or player TD and number of votes

BEW 0.5
nonags 0.5

[acocss) * Agent or player I} and access probability
Fan 1.0

agee 036

nonagee  0.14

agus 0.305

nonagus 9.195

[matched proposals) * Have proposals from the same agents over replications

no

[u-defaull] ' Agent or player ID and default wility Jevel
palt [¥]

agec 0

nonagec O

agus 0

normagus
* NOTE: alternatively, user can entcr the [p-default] values

[u-aquo] " Agenl of player [D and status quo ulility levels
gatt [t}

agec O

nopagec 0O

agus 0

oonagus O

* NOTE: alternatively, user can enter the [p-squo] values

[u-idesl points] * Kieal poinls of Euclidean Thility function
gatl o 0

agec 100 -7§

ponagec -100 100
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agus  -]00

nonagus |00

[u-intercept]
gatt [

agee 1000
nonagec 1000
agus 1000
nonagus 1000

[v-coefficient]
gaitt Q
Bgec 1
nonagec |
agus i
nomagus |

[npesiods]
29

[rrepetitions]
1

[time]
120

[shwiflc]
yes

[path]
[solver]
24ms

[government]

yes

100
-100

* Intercepts of Euclidean Ulility function

" Cecfficients of Euclidean Utility function

* Number of periads per game: (T)

* Maximal number of times we play the whole game

* Maximal sumber of seconds per period

' Shuffle players from game to game (“yea® or "no")

* Path for all messages (this is syslem-specific)

' Call t1o GAMS solver

* Indicate whether or not there i3 a Government
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APPENDIX B: The Cooperative Nash Bargaining Solution

Nash [1951] proposed a "solution" to a class of cooperative bargaining problems. The solution is obtained
as the unique outcome that satisfies a series of plausible axioms involving, among other things, economic efficiency.
Agents are assumed to be able to communicate and write down some binding agreement to implement this solution,
which is widely referred to as the Nash Solution (NS).” In the absence of an agreement each agent faces a
specified disagreement outcome. The particular disagreement outcome that is selected can have dramatic
consequences for the negotiated agreement, which is intuitive enough. This turns out not to be the case in our study,
however.

Computationally, the NS is straightforward to calculate. One simply evaluates the product of the utility
gains of each agent, where a "gain" is measured by the difference between the utility that the agent receives at the
tentative agreement point and the fixed disagreement outcome. The strategy combinations that generate a maximum
for this "Nash Product” constitute the agreement point.

More formally, Nash [1950] characterized a cooperative negotiation situation in terms of a bargaining
environment and a bargaining process. The environment is a pair (S,d)} defined over a set of outcomes x = {x,, X,},
where x; denotes the outcome to agent i, S is the set of feasible outcomes, and d is the disagreement outcome. We
require that $ be compact and convex, and that there exists at least one point x € $ s.t. x > d {(i.e., x, » d and x,
> d). The first two requirements on S are satisfied by allowing mixed strategy combinations of all pure strategies
in 8, for x finite. The third requirement on S is readily verified by inspection of S, It .is assumed that the pair (8,d)
is common knowledge.

We will interpret S as consisting of the set of outcomes attainable by mixtures of the pure strategy
combinations evaluated in each payoff matrix we generate.

Two possible disagreement outcomes d can be considered. One is the Status Quo, and corresponds to zero

¥ Readers that are not familiar with game theory should take some care to dislinguish the notions of Nash Equilibrium and the Nash Solution.
The fact that they were developed by the same John Nash leads many readers to confuse them. To add to the risk of confusion, Nash [1953]
demonstrates that the NE and the NS coincide for certain classes of non-cooperative games. Many game theorists sniff at the direct use of
axiomatic solution concepts such as the NS unless they can be shown to emerge as NE of interesting classes of non-cooperative bargaining
models.
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welfare improvements for each country. An alternative disagreement point is the non-cooperative NE for the (non-
cooperative) game generated by the same sets of pure strategies. This has the natural interpretation of a "threat
point”, in the spirit (if not the letter) of Nash [1953]. Harrison and Rutstrdm [1991a] demonstrate in the context
of several trade war simulations that the choice of ecither of these interpretations of the disagreement point can have
a major quantitative impact on the outcome of the bargaining process.
The bargaining process is modelled as a function f(S,d) that selects a solution z = £(S,d) for z ¢ S. This
solution must possess four properties:
(D Pareto Optimality: if f(S,d) = z then there does notexist anx ¢ 8, x # z, 5.t. X > z
2) Symmetry: if x; = x,, for all x, and d, = d, then z, = z,
3) Independence of Irrelevant Alternatives: if T C 8 and if f(S,d) ¢ T, then f(T,d) = £(S,d).
4) Independence of Equivalent Utility Representations: if ©  denotes a given positive affine transformation,
and if z = f(S,d) and y = {(8’,d"), theny = z".
Nash [1950] established the remarkable result that there exists a (unique) solution that possesses these four
properties and that it can be computed as the set of feasible outcomes that maximize the product of the gains relative

to d. Formally, z is the solution to

max  {(x, - d;) (x, - d;).
X, X,

This solution generalizes naturally to n-person negotiation situations, providing one does not permit coalitions or
sidepayments.

Note that no particular "extensive form” bargaining process is modelled by the NS, However, there is an
implicit requirement buried in the definition of the bargaining environment that if § does not contain any feasible
outcome that (strictly) Pareto-dominates d then each player has a final "veto power"” over any proposed agresment.
Viewing this as a final sub-game in the overall negotiation game, one is naturally led to adopt the non-cooperative
NE as the only credible outcome of this "disagreement sub-game".

We make one simplification when actually computing the NS. Rather than evaluate the set of mixed
strategies to determine the unique NS, we evaluate only the set of pure strategies. This discrete approximation to

the true NS should be satisfactory for our purposes.
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